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2019: Lustre 20 year Anniversary 
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20 years Lustre History

 1999:  Lustre file system Project Started by Peter J. Braam

 2001: Cluster File Systems

 2007/9: Sun’s Acquisition of Cluster File Systems

 2009/4： Oracle’s Acquisition of Sun

 2010/4:  Oracle limited Lustre support to Oracle’s Hardware

 Three Lustre community:  EOFS@EU,  US DOE OpenSFS, 
World Wide HPCFS

 2010/9:  Establishment of Whamcloud

 Lustre Engineer moved from Oracle to Whamcloud

 2010/12: Oracle freezed Lustre Development

 2011/4:  OpenSFS and EOFS re-started@LUG2011

 2012/7: Intel’s Acquisition of Whamcloud

 2018/6: DDN’s Acquisition of Intel’s Lustre Business, 
Establishment of Brand-new Whamcloud2

 2019: Luster 20 years anniversary
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LUG2009: Lustre 10th Anniversary
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LUG 2011: Single Community
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2018/6: DDN’s Acquisition of Intel’s Lustre

Business
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ISC18: Lustre BoF
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Post-K Development in Fujitsu
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Post-K Project: from presentation slides of Prof. Ishikawa@The

1st R-CCS International Symposium February 18-19, 2019
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Post-K Project(2)
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Post-K Project(3)
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Post-K Project(4)
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A64FX Chip Overview
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 Architecture Features

• Armv8.2-A (AArch64 only) 

• SVE 512-bit wide SIMD

• 48 computing cores + 4 assistant cores*

• HBM2          32GiB

• TofuD 6D Mesh/Torus
28Gbps x 2 lanes x 10 ports

• PCIe Gen3  16 lanes 

 7nm FinFET

• 8,786M transistors

• 594 package signal pins 

 Peak Performance (Efficiency)

• >2.7TFLOPS  (>90%@DGEMM)

• Memory B/W 1024GB/s (>80%@Stream Triad)

Netwrok
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Chip

HBM2

PCIe

controller

Tofu

controller

HBM2

HBM2

HBM2

<A64FX>

CMG specification

13 cores 

L2$ 8MiB  

Mem 8GiB, 256GB/s 

I/O

PCIe Gen3 16 lanes

Tofu

28Gbps 2 lanes 10 ports

A64FX
(Post-K)

SPARC64 XIfx
(PRIMEHPC FX100)

ISA (Base) Armv8.2-A SPARC-V9 

ISA (Extension) SVE HPC-ACE2

Process Node 7nm 20nm

Peak Performance >2.7TFLOPS 1.1TFLOPS

SIMD 512-bit 256-bit

# of Cores 48+4 32+2

Memory HBM2 HMC

Memory Peak B/W 1024GB/s 240GB/s x2 (in/out)

*All the cores are identical 



Post-K system configuration

 Scalable design
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Unit # of nodes Description

CPU 1 Single socket node with HBM2 & Tofu interconnect D

CMU 2 CPU Memory Unit: 2x CPU

BoB 16 Bunch of Blades: 8x CMU

Shelf 48 3x BoB

Rack 384 8x Shelf

System 150k+ As a Post-K system

CPU CMU BoB RackShelf System



Strong Relationship with Arm HPC community

 Arm

 Great Establishment and Contribution to Arm HPC 
base such as SVE Support of Linux GCC and 
OpenHPC
https://developer.arm.com/hpc

 Linaro

 Building binary portability on Arm HPC

• Standardization of Arm Basic System Software (Linux 
Kernel, glibc, GCC etc.) and Upstreaming to OSS 
community

• Developing and upstreaming SVE software to OSS 
community
https://www.linaro.org/sig/hpc/

 OpenHPC

 Developing Standard IA and Arm HPC software 
portability

 Distribution Schedule

• 2017/11: v1.3.3 for Arm Normal version distributed

• 2018/6:   v1.3.5 for Arm distributed

http://www.openhpc.community/
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 Lustre 2.10.5

Lustre Testing Reports
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Lustre 2.10.x Testing Results @Fujitsu

 Failure Analysis on FEFS (Lustre.2.10.5+LU-9120+LU-9480)
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Testing Results Error: LNet Network Health

 Testing Error Summery on LNet Network Health
1. Unable to detect device faults from IB event queue (LU-12287)

2. Preferred flag of route selection policy does not work (LU-12288) 

3. Route with fault remote device selected on separated IB subnet  (LU-12289) 

4. Inconsistent Timeout value (one is  5sec, the others are 50s) (LU-12290)

5. Wrong NI selection on asymmetric Multi-rail environment (LU-12291)

6. Decrementing Health Value even if recovery processing fault (LU-12292) 

7. Wrong counting remote device fault as local device fault (LU-12287)

8. Memory leak after router checker packet processing (LU-12293)

9. Memory leak after recovery packet processing (LU-12294)
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No.1 Unable to detect device faults from IB event 
queue
 Issue

 Unable to detect device hardware errors such as hardware errors and link 
down errors

 Why came from?
 Current implementation only processes CQ error, and does not handle async

event data

 Proposed Solution
 Add async event handler routine by using ib_register_event_handler()
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No.6: Decrement Health Value even if recovery 
processing fault
 Issue

 Unable to use route for a while after device failure recovery

Why came from?
 Health value is: 

•Used to know error route

•Decreased when a routing error is detected

 Health value continues to be decreased in device failure phase to be zero

 After a device recovery from the device failure, the health value is increased.

 In this case, it takes number of loops until the device can be used even if the 
device can be used

 Proposed Solution
 Stopping health value decrement after a device failure is detected and 

handles in lnet_msg->msg_recovery for the following status:

•LNET_MSG_STATUS_LOCAL_DROPPED  (Connection failure)

•LNET_MSG_STATUS_LOCAL_TIMEOUT  (Connection timeout)
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Decrement Health Value even if recovery 
processing fault
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No.7: Wrong counting remote device fault as local 
device fault
 Issue

 After remote device failure, local node still sends 
to the failure remote device using different local 
device

 Why came from?

 When remote device failure is detected, HV of the 
local device is decreased.

 IB0 is not used and local device uses IB1 to send 
IB0 of remote device.

 Solution

 Device failure of remote device can be detected 
by connection failed or connection time out.

 In the cases,  receiving the following events 
should be decrement as remote device HV

• LNET_MSG_STATUS_LOCAL_DROPPED 
(Connection Failure)

• LNET_MSG_STATUS_LOCAL_TIMEOUT 
(Connection timeout)
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The other under investigating Failures

 MDS Panic on DNE2 directory removing (LU-12295)

 In case of full of MDT disk and returning –ENOEPC

 In case of failure of memory allocation and returning –ENOMEM

As a result of out_tx_write_exec() function returns error

Etc…
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