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HISTORY/BACKGROUND	

• General	fragmentation	as	an	issue	goes	back	years	in	the	system	
literature,	and	the	system	software	space

• A	standardized	way	to	generate/test	file	system	fragmentation	
doesn’t	generally	exist

• Some	performance	work,	in	general,	has	been	done	previously	by	
others,	on	Lustre &	fragmentation,	but	this	was	incomplete

• First	Instance	with	ClusterStor of	reported	impactful	fragmentation	
encountered	at	scale,	dealing	with	a	metadata	performance	
decrease

• Dedicated	resources	allocated	in	Fremont	lab	to	provide	data	
collection.
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FOCUS…
• Given	limited	resources/time….

• Formalize	the	methodology	to	study	capacity	and	fragmentation	
related	to	bandwidth	impact

• Gather	as	much	data	as	possible	related	to	performance	impact	of	
fragmentation	on	bandwidth,	a	very	rough	“baseline”

• Produce	information,	to	inform/educate	customers	and	Seagate	
staff	on	the	possible	impacts	of	capacity	and	fragmentation	
related	to	the	current	ClusterStor product

• If	possible….

• Evaluate	secondary	approaches	WRT:	instrumentality

• Determine,	if	data	proves	a	high	degree	of	impact	with	regard	to	
this	issue,	possible	points	of	remediation	for	longer	term	
consideration
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TEST	ENVIRONMENT,	FREMONT	LAB

SJSC (clients)
SJSC (clients) YellowFS/CS9K

1 SSU+0
SJSC (clients)

FDR IB

CentOS-6.5
2.6.32-431

Lustre-2.5.1
OpenMPI-1.10

IOR-2.10
SLURM-15.08.1

XeonES-2630 @2.6 GHz
64 GB

16 x

trinity-2.0.0-r29459

HDD’s Megladon
ST4000NM02364

max_rpcs_in_flight = 256
max_dirty_mb = 1024

max_pages_per_rpc = 1024
read_ahead_step = 4 

max_read_ahead_mb = 512
max_read_ahead_per_file_mb = 512

Lustre Client Parameters
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NOMENTCLATURE,	“PaF”	(POPULATE	and	FRAGMENT)

PAF:70.30@264M<24253639848

PAF:70.30,20.40:67005@264M,40M<24253639848

Gen-1, Non-Deterministic Homogenous  

PAF:70.30,20.40@264M<24253639848

Gen-N, Deterministic Heterogeneous   

Gen-N, Non-Deterministic Homogenous  

Simple

Complex

PAF: 70.30@264M<24253639848

PAF: Populate and Fragment

70: 70% of Capacity 

30: 30% Probabilistic Frag. 

264M: File Size[s] in Structure 

24253639848 K blocks free
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LIMITATIONS	of	GEN-1	STRUCTURES/TESTING	

• Actual	usable	capacity	within	FS	higher	at	higher	fragmentation	levels

• While	allowing	broader	data	collection,	Gen-1	testing	doesn’t	possibly	
represent	worse	case	outcomes

• More	difficult	to	attempt	mapping	from	real	world	to	in	lab	environment

• Doesn’t	represent	imbalance	in	“target”	utilization,	true	of	all	Generated	
PaF structures

• Fragmentation	is	likely	a	contributing	factor	to	performance	degradation,	
in	production	environments,	but	not	the	only	factor	
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Methodology	

Populate File System Fragment File System

Multi Generational Pass ?

bringsel for “PaF”
12 nodes x 16 TPN

Measure Performance

IOR for Measurement
16 nodes x 16 TPN

Phase 1 Phase 2

 -v -F -t $XFER -b 10g -B -w -r -o $OUTPUT --thr $TPN --oper cr --dir $DESTDIR:$DIRST --xfer 512 --size $FSIZE test.file

5 Iterations for each XFER 
level

 --thr $TPN --oper rf --dir $DESTDIR:$DIRST --pfrag $FRAG

Repeat to different file system capacity levels
Scrub FS

DC=0
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Methodology,	Populating	a	File	System,	a	Simple	Example
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A	Populated	File	System
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Methodology,	Fragmenting	the	File	System,	a	Simple	Example
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A	Fragmented	File	System
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POPULATION	and	FRAGMENTATION,	CHOICES….

• Non-deterministic?	Provide	a	wider	range	of	coverage	for	“baseline”

• Gen1/Homogenous?	Quicker	to	generate	structure,	given	time	constraints

• 10%	Fragmentation	Spread?	Baseline	vs.	time

• 10%	Initial	Capacity	Increments?	Again	baseline	vs.	time

• Bringsel?	Threaded	code	that	scales	to	number	of	available	clients

• Again,	all	of	this	equates	to	->		PAF:AA.BB@264M<24253639848
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SERIES	1,	PERFORMANCE	TESTS…

• 8	different	PaF capacities,	10%	to	80%
• x	8	degrees	of	fragmentation,	0%	to	70%
• x	7	xfer sizes	from	1MB	to	64MB	
• x	5	iterations	for	each	XFER	size

• =	2240	result	pairs,	composed	of	DIO	write	and	reads.

Series 1: PAF: AA.BB@264M<24253639848

Where AA = 10 to 80, and BB = 0 to 70
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OD/ID	PERFORMANCE	IMPACTS,	WRITES,	PAF:10.00	TO	PAF:80.00

64 MB XFER

8 MB XFER
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DIOWrite Performance vs. Capacity
IOR -v -F -t $XFER -b 10G -B -w -r -o $DEST

(16 nodes x 16 TPN)
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OD/ID	PERFORAMANCE	IMPACTS,	READS,	PAF:10.00	TO	PAF:80.00

64MB xfer

8MB xfer
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DIO Read Performance vs. Capacity
IOR -v -F -t $XFER -b 10G -B -w -r -o $DEST

(16 nodes x 16 TPN)
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VARIATION	%	FOR	DIO	WRITES,	64	MB	XFERs	@	PaF:XX.00	
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64	MB	WRITE	RESULTS,	PaF:AA.BB (AA:10->80,	BB:00->70)
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64	MB	READ	RESULTS,	PaF:AA.BB (AA:10->80,	BB:00->70)
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64MB XFER

8MB XFER

4MB XFER
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DIOWrite Performance vs. Fragmentation
IOR -v -F -t $XFER -b 10G -B -w -r -o $DEST

(16 nodes x 16 TPN)

PERFORMANCE	OF	LARGE	TRANSFERS,	WRITES,	WITH	FRAGMENTATION	
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SERIES	2,	PERFORMANCE	TESTS….

PAF: 20.AA@33M<24253639848

Where AA = 10 to 70

to compare to PAF:20.AA@264M<24253639848

• 1	PaF capacity,	20%	
• x	7	degrees	of	fragmentation,	10%	to	70%
• x	2	xfer sizes,	8MB	to	64MB	
• x	5	iterations	for	each	XFER	size	(WR	only)

• =	70	result	values,	composed	of	DIO	writes
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64MB XFER
@ 264MB Fragments

64MB XFER
@ 33MB Fragments
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DIOWrite Performance, Differing Fragmentation Sizes
IOR -v -F -t $XFER -b 10G -B -w -r -o $DEST

(16 nodes x 16 TPN)

PERFORMANCE	IMPACTS	OF	DIFFERING	FRAGMENTATION	SIZES
Homogenous	Structures
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LAB	VS.	PRODUCTION	FACILITY	DATA	COLLECTION….

• The	problem,	estimating	the	degree	of	impact	of	fragmentation	to	
production	sites

• Instrumentality	problematic	in	production	facilities	>

• Two	possible	approaches,	outside	diagnostic	sweeps:

• Block	traces	on	running	file	systems

• dumpe2fs	on	OST	targets	

• Assuming	all	else,	on	site,	WRT:	the	above,	is	optimal

• Block	trace	examples	from	the	lab….



BLOCK	TRACES,	LAB,	NO	FRAGMENTATION	VS.	FRAGMENTATION

Writes

Reads

24
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BLOCK	TRACES	AS	PRODUCTION	INSTRUMENTATION

• Can	provide	circumstantial	evidence	of	fragmentation	aligned	with	
in	lab	observations

• Difficult	to	collect	data	for	larger	OST	counts

• Time	intensive	analysis

• Assumes	“implied””	knowledge	of	entire	job	stream	for	duration	
of	collection

• Non-optimal	to	large	scale	production	sites
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DUMPE2FS	AS	PRODUCTION	INSTRUMENTATION	

• Provides	basic	group	allocation	information	on	a	per	
target	basis.	(OST)

• Invoked	on	each	OSS,	run	duration	of	several	minutes

• Can	be	run	while	FS	is	active

• Header	and	Group	Allocation	Information

• Sometimes	used	in	combination	with	other	utilities,	
filefrag,	eval_dumpe2fs,	etc

• Produces	copious	amounts	of	data,	~390+	MB,	per	OST
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DUMPE2FS	AS	PRODUCTION	INSTRUMENTATION,	CONTINUED…

eval_dump2fs	summary…..

Summary:	30316376064	blocks	(25224631557	free),	118423424	inodes (118346357	free)925183	
block	groups	with	32768	blocks	and	128	inodes each:

924514	block	groups	with	many	(>	50%)	free	inodes,
306	block	groups	with	enough	(<	1/2)	free	inodes,
76	block	groups	with	few	(<	1/4)	free	inodes,
159	block	groups	with	very	few	(<	1/8)	free	inodes,
35	block	groups	with	*really*	few	(<	1/16)	free	inodes,

etc….

Needs	much	further	refinement	in	line	with	data	collection	efforts
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OBSERVATIONS
• A	simple	OST	fragmentation	model,	in	the	lab,	can	cause	up	to	~35%	loss	

of	BW

• A	simple	OST	fragmentation	model,	in	the	lab,	can	also	impact	metadata	
performance

• Impacts	can	occur	at	low	%	of	utilization,	based	on	initial	starting	point

• Most	modeled	fragmentation	highly	impactful	on	writes,	less	so	on	
reads.	Also	confirmed	in	the	field

• Fragmentation	can	contribute	to	the	loss	of	performance,	as	Lustre in	
ClusterStor is	utilized,	“age”	the	file	system

• AFA/SSS,	back	ends	will	not	show	any	effects	on	write	performance

• Larger	installations/OST	counts	more	likely	to	exhibit	the	symptoms	of	
fragmentation	impacted	performance	<N:N	Issue>

• Unloaded	buffer	IO	helps	shield	the	fragmentation	issue
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• Impact	on	performance	more	noticeable	at	higher	xfer ranges

• Block	traces	provide	circumstantial	evidence,	i.g.	the	deflection	curve,	
but	general	usefulness	in	production	environments	is	highly	limited

• Impact	of	OST	imbalance,	and/or	marginal	HDD’s	in	system	along	with	
fragmentation	is	an	open	question

• Remediation	of	fragmentation	highly	desirable,	for	use	in	production	
facilities

OBSERVATIONS,	CONTINUED…
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CONCLUSION:

• We	can	easily	model	several	different	forms	of	fragmentation	in	
laboratory	conditions,	to	study	various	impacts	around	data	and	
metadata

• Study	results	using	a	simple	model	yield	BW	impacts	from	2%	to	
~35%	overhead

• Previous	efforts	have	shown	a	wide	degree	of	variation	to	
metadata	performance	with	OST	fragmentation

• Fragmentation	can	contribute	to	performance	issues,	but	it	is	not	
the	only	factor

• Performance	impacts	vary,	depending	on	utilization	patterns

• Seagate	core	engineering	team	made	aware	of	findings	and	
possible,	longer	term,	remediation	options

• Instrumentality,	is	a	longer	development	task,	especially	at	scale
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THANK	YOU,	QUESTIONS?

john <dot>	w <dot>	kaitschuck <at>	seagate <dot>	com																									
[or]

jkaitsch <at>	acm <dot>	org


